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The cosmological concordance 'model'The cosmological concordance 'model'

Baryon density

Cold dark matter density

Angular size of sound horizon

Optical depth to reionization

Expansion rate 

Amplitude of fluctuations

Scale dependence of 
fluctuations
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"I'm a theorist "I'm a theorist -- why should I bother?"why should I bother?"

1. Increasingly complex models and data:
"chi-square by eye" simply not enough

2. "If it's real, better data will show it": 
but all the action is in the "discovery zone" around 
3-4 sigma significance

3. Don't waste time explaining effects which are not 
there (e.g., reionization at z ∼ 16)

4. Plan for the future: which is the best strategy? 
(survey design & optimization)

5. In some cases, there will be no better data! 
(cosmic variance)
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Bayesian inference chainBayesian inference chain

1. Select a model
(parameters and range)

2. Predict observational signature
(as a function of parameters)

3. Compare with data

a) derive parameters constraints

b) compute relative model probability

4. Go back to 1

PARAMETER
INFERENCE

MODEL 
COMPARISON



Challenge #1 Challenge #1 
Using the right tool for each questionUsing the right tool for each question

or or 
How to distinguish between How to distinguish between 

parameter constraint and model selection tasksparameter constraint and model selection tasks
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Modelling it allModelling it all

Primordial fluctuations
A, ns, dn/dln k, features, ...
10x10 matrix M (isocurvature)
isocurvature tilts, running, ...
Planck scale (B, ω, φ, ...)
Inflation (V, V’, V’’, ...)
Gravity waves (r, nT, ...)

Matter-energy budget
Ωκ, ΩΛ, Ωcdm, Ωwdm, Ων, Ωb

neutrino sector (Nν, mν, c2
vis, ...)

dark energy sector (w(z), cs
2, ...)

baryons (Yp, Ωb)
dark matter sector (b, mχ, σ, ...)
strings, monopoles, ...

Astrophysics
Reionization (τ, xe, history)
Cluster physics 
Galaxy formation history 

Exotica
Branes, extra dimensions
Alignements, Bianchi VII models
Quintessence, axions, ...
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Bayesian parameter estimationBayesian parameter estimation

Bayes Theorem

prior

posterior

likelihood

θ
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The role of priorsThe role of priors

Prior

Likelihood

Posterior

Data

Parameter inference: (relatively) unproblematic

Prior as “state of knowledge”
Different people will have different priors
Updated to posterior through the data & Bayes Theorem
Will eventually go away as data become better



Priors

Likelihood (1 datum)

Posterior after 1 datum

Posterior after 100 data
points

Converging viewsConverging views
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Bayesian model comparisonBayesian model comparison

Goal: to compare the “performance” of models  against the data  

The model likelihood (“Bayesian evidence”)

The posterior probability for the model

The change in odds is given by the Bayes factor
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Jeffreys' scale for the strength of evidenceJeffreys' scale for the strength of evidence

The Bayes factor 

> 2.70
2.70
1.77

1.15

#σ

> 0.993
0.993
0.923

< 0.750

Probability
(2 models)

strong> 150:1>5.0
moderate< 150:1< 5.0
weak< 12:1< 2.5

not worth the 
mention

< 3:1< 1.0

Interpretation Odds|ln B01 |

Interpretation: Jeffreys’ scale for the strength of 
evidence
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Priors and model comparisonPriors and model comparison

Prior choice is inherent to model specification
Gives available model parameter space
Related to physical insight into the model

A model is a choice of parameters
and their ranges

Model comparison takes Bayesian inference to the
model level - it complements parameter inference
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An automatic OccamAn automatic Occam’’s razors razor

ω0
ω

Model 0: ω = ω0

Model 1: ω ≠ ω0 with π(ω)

For “informative” data

I =  ln(prior width / likelihood width) ≥ 0
= “wasted” volume of parameter space
=  amount by which our knowledge has increased

The Bayes factor balances quality of fit vs extra model 
complexity. It rewards highly predictive models
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Cosmological applicationsCosmological applications

Trotta 2007, MNRAS astro-ph/0504022
Trotta 2007, MNRAS Lett, astro-ph/0703063

Spectral index:
P(ns=1) vs 0.8 < ns < 1.2

WMAP1+: 

lnB01 = 0.7 (2:1)

WMAP3+:

lnB01 = -2.9 (1:17)
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ΛΛCDM is in the leadCDM is in the lead Trotta (2008)

Bayes factor: ln B < 0 favours ΛCDM



Challenge #2Challenge #2
What is a "significant" effect?What is a "significant" effect?

or or 
How not to loose your sleep overHow not to loose your sleep over
22--sigma "detections" (and why)sigma "detections" (and why)
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Frequentist hypothesis testingFrequentist hypothesis testing
Frequentist hypothesis testing (eg: likelihood ratio) is not 
what you think it is

A 2-sigma result does not wrongly reject the null hypothesis 5% 
of the time: at least 29% of 2-sigma results are wrong!

Take an equal mixture of H0, H1
Simulate data, perform hypothesis testing for H0
Select results rejecting H0 at 1-α CL
What fraction of those results did actually come from H0 ("true 
nulls", should not have been rejected)?
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What went wrong?What went wrong?
For details see: Sellke, Bayarri & Berger, The American Statistician, 55, 1 (2001)

The fundamental mistake is to confuse

p-value
Frequentist hypothesis testing Requires Bayes theorem!

1) Hypothesis (θ): is a random person female?
2) Gather data: “pregnant = Y/N”
3) ...Don’t get confused!
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Maximising support for the alternativeMaximising support for the alternative
A Bayesian step is required to obtain the probability of 
the hypothesis ("model")

When a meaningful prior is not easy to derive, we can 
still employ an upper bound on the evidence in favour 
of the new parameter:

wider prior
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Bayesian calibrated pBayesian calibrated p--valuesvalues

p-value:

Sellke & Berger (1987), Gordon & Trotta (2007), MNRASLett, arxiv:0706.3014

where 

For a wide class of unimodal, symmetric priors
around ω0 one can prove that, for all priors

If the upper bound is small, no other choice of 
prior will make the extra parameter significant.
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A conversion tableA conversion table

Rule of thumb:
a n-sigma result should be interpreted as 
a n-1 sigma result

Significance

Bayesian 
evidence
bound

Interpretation
(Jeffreys' scale)

Gordon & Trotta (2007), MNRASLett
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Hemispheric asymmetry in the CMBHemispheric asymmetry in the CMB

Eriksen et al 
(2004)

WMAP1 ILC maps
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WMAPWMAP--3 maps3 maps Gordon (2007)
Gordon & Trotta (2007)

Introduce dipolar modulating function

∆χ2 = 9 for 3 extra parameters: is this significant? 
Bayesian evidence upper bound of 9:1 (weak support)



Challenge #3 Challenge #3 
Predicting the outcome of future observationsPredicting the outcome of future observations

or or 
How to exploit the known unknownsHow to exploit the known unknowns
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Predictive distributionsPredictive distributions
Goal:  Probability distribution for the outcome of a 
future observation averaging over current 
parameters and model uncertainty
Multi-model inference: Bayesian generalization of 
Fisher matrix forecast 

o: current experiment       
e: future experiment
θ: future max like value

Fisher matrix
for fiducial

point

present
posterior
(weight)

current model
posterior
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Application: the Application: the PPODPPOD techniquetechnique Trotta 2007, MNRAS, 
astro-ph/0703063

Model uncertainty
P(ns=1|WMAP3+) = 0.05

Planck forecasts
ns = 1 vs 0.8 < ns < 1.2

P(lnB < -5) = 0.93
P(-5<lnB<0) = 0.01
P(lnB > 0) = 0.06

Prediction of the value of ns from Planck data given current data 
(WMAP3+others): Predictive Posterior Odds Distribution
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Prior dependencePrior dependence

Prior scaling of PPOD derived analytically from SDDR

Qualitatively the same Prediction reversed
only if ∆nS > 4
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Ruling in Ruling in ΛΛ: A Bayesian perspective: A Bayesian perspective

fluid-like DE

phantom DE

Trotta (2006)
astro-ph/0607496

Which dark energy models (weff = const) can be ruled out with moderate evidence  
(lnB>3) compared to Λ (w=-1)for a given accuracy σ on weff?

Prior for M1:
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Conclusions Conclusions -- meeting the challengemeeting the challenge

Model building: phenomenologically work which is the "best" 
model. Needs model insight (prior).
Experiment design: what is the best strategy to discriminate 
among models?
Performance forecast: how well must we do to reach a certain 
level of evidence?
Science return optimization: use present-day knowledge to 
optimize future searches

Bayesian tools provide a framework for new 
questions & approaches:


